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[Case 1 for Patent subject matter eligibility]  

Title of the invention 

 Trained Model for Analyzing Reputations of Accommodations 

 

What is claimed is:  

[Claim 1] 

 A trained model for causing a computer to function to output 

quantified values of reputations of accommodations based on text data on 

reputations of accommodations, wherein; 

 the model is comprised of a first neural network and a second 

neural network connected in a way that the said second neural network 

receives output from the said first neural network; 

 the said first neural network is comprised of an input layer to 

intermediate layers of a feature extraction neural network in which the 

number of neurons of at least one intermediate layer is smaller than the 

number of neurons of the input layer, the number of neurons of the input 

layer and the number of the output layer are the same, and weights were 

trained in a way each value input to the input layer and each corresponding 

value output from output layer become equal; 

 weights of the said second neural network were trained without 

changing the weights of the said first neural network; and 

 the model causes the computer function to perform a calculation 

based on the said trained weights in the said first and second neural 

networks in response to appearance frequency of specific words obtained 

from the text data on reputations of accommodations input to the input 

layer of the said first neural network and to output the quantified values 

of reputations of accommodations from the output layer of the said second 

neural network. 

[Claim 1] 

The claimed 

subject matter 

can be 

modified to “A 

computer 

program” 

instead of “A 

trained model”, 

or further “A 

computer-

readable storage 

medium having 

a computer 

program stored 

therein” etc. 
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Overview of the description 

[Background Art] 

 A neural network, which has a computer function as a computing unit to calculate 

output in response to certain input, is capable of performing complicated information 

processing at high speed by being trained from a number of actual examples. Therefore, 

people intend to use neural networks for various purposes in such fields as image 

recognition, voice recognition, voice synthesis and automated translation. 

 Generally, in cases where neural networks are utilized in new areas, in many cases 

it is not clear what should be input as the input feature values, therefore, it is necessary 

to carefully review what should be selected as the input feature values accordingly. 

 In order to analyze text data on reputations of accommodations such as hotels 

posted on travel review sites with neural networks, it is not straightforward to select the 

input feature values, because the appearance frequencies of a variety of words ("Like", 

"!", etc.) included in the text data can be considered as the candidate input feature values. 
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[Problems to be solved by the invention] 

 The present invention has been conceived in view of the above problems into 

consideration and aims to accurately analyze reputations of accommodations even if the 

input feature values are not properly pre-selected. 

[Solution for the Problem to be solved] 

 The trained model of the present invention aims to cause a computer to function 

to output quantified values of reputations of accommodations based on text data on 

reputations of accommodations and is comprised of a first neural network and a second 

neural network connected in a way that the second neural network receives output from 

the first neural network. The trained model is supposed to be utilized as a program module 

which constitutes a part of artificial intelligence software. 

 The trained model of the present invention is utilized in a computer equipped 

with a CPU and a memory. Specifically, the CPU of the computer operates, in accordance 

with instructions from the trained model stored in the memory, in a way that it performs 

a calculation based on trained weights and response functions in the first and second 

neural networks in response to data input to input layers of the first neural network 

(appearance frequency of specific words obtained from text data of reputations of 

accommodations, e.g. by performing morphological analyses) and outputs results from 

output layers of the second neural network (quantified values of reputations, e.g. "10 

stars"). 

 The first neural network is comprised of an input layer to intermediate layers of 

a feature extraction neural network. This feature extraction neural network is generally 

called autoencoder. In this network, the number of neurons in the intermediate layers is 

smaller than the number of neurons in the input layer. The number of neurons in the input 

layer and the number of neurons in the output layers are set to be equal. Moreover, a 

response function of each of the neurons in the input and output layers is a linear function, 

and other response functions of each of the neurons are sigmoid functions (1/(1+exp(-x))). 

 The feature extraction neural network is trained by means of a well-known art 

called back propagation method and weights between neurons are updated. In the 

embodiment of present invention, this neural network is trained to minimize mean square 

errors for overall input data so that data (each appearance frequency of a plurality of 

words obtained from text data on reputations of accommodations by performing 

morphological analyses) is input in the input layers and data the same as this input data 

is output from the output layers. Since sigmoid functions which are non-linear functions 

are utilized as neuron’s response functions as explained earlier, the weights between 

neurons are not symmetrical across the intermediate layer. As the feature extraction neural 

network is trained, the intermediate layer become possible to obtain the feature values 

indicating characteristics of each input data. Although the feature values that appear in 

the intermediate layer do not necessarily have clear physical implication, those feature 
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values are considered as what were compressed to the extent that information input to the 

input layer can be restored to information output from the output layer and the feature 

values that appear in the intermediate layer become almost similar regardless of the input 

feature values to the input layer. Therefore, it is not necessary to properly preselect the 

input feature values to the input layer any more. 

 In the present invention, the part from the input layer to the intermediate layers 

in the feature extraction neural network in which weights were trained is connected to the 

second neural network as the first neural network. Weights of the second neural network 

are trained without changing weights of the said first neural network. The training is 

performed by a well-known art called a back propagation method as explained earlier. 

 Since the trained model of the present invention is comprised of the above first 

and second neural networks, it can accurately analyze reputations of accommodations 

without presetting the feature values. 

 

 

----------------------------------------------------------------------- 

[Reference] 

JPO’s determination to this case 

 

[Conclusion] 

 The inventions of claim 1 falls under "invention." 

 

[Explanation] 

- Claim 1 

 The trained model of Claim 1 is what "causes a computer to function to output 

quantified values of reputations of accommodations based on to text data on reputations 

of accommodations" as well as to what "causes the computer function to perform a 

calculation based on the said trained weights in the said first and second neural 

networks in response to appearance frequency of specific words obtained from the text 

data on reputations of accommodations input to the input layer of the said first neural 

network and to output the quantified values of reputations of accommodations from the 

output layer of the said second neural network." Moreover, considering the descriptions 

which states that "the trained model is supposed to be utilized as a program module 

which constitutes a part of artificial intelligence software" and "the CPU of the 

computer operates, in accordance with instructions from the trained model stored in the 

memory, in a way that it performs a calculation based on trained weights and response 

functions in the first and second neural networks in response to data input to input 

layers of the first neural network (appearance frequency of specific words obtained from 

text data of reputations of accommodations, e.g. by performing morphological analyses) 
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and outputs results from output layers of the second neural network (quantified values 

of reputations, e.g. "10 stars")", it is clear that the trained model of Claim 1 is a 

"program" even though the claimed subject matter of Claim 1 is described as a "model." 

 Moreover, it is determined, from the statement of Claim 1, that specific 

calculation or processing of specific information depending on the intended use which is 

accurate analysis of reputations of accommodations, is implemented by concrete means 

or procedures on which software and hardware resources cooperate, which is for a 

computer to "function to perform a calculation based on the said trained weights in the 

said first and second neural networks in response to appearance frequency of specific 

words obtained from the text data on reputations of accommodations input to the input 

layer of the said first neural network and to output the quantified values of reputations of 

accommodations from the output layer of the said second neural network." For this reason, 

in the trained model of Claim 1, a specific information processing system depending on 

intended use is constructed through cooperation of software and hardware resources. 

 Therefore, since the information processing by the software is concretely realized 

by using hardware resources, the trained model of Claim 1 is a creation of the technical 

idea utilizing the laws of nature and thus falls under "invention." 

 


