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In recent years, Artificial Intelligence (Al) -related technology has shown remarkable
development centering on deep learning. Accordingly, Al-related patent applications are
increasing across technological fields. In addition, with Al researchers winning the Nobel
Prize in Physics and the Prize in Chemistry, attention has been focused on the impact of
AT on human development. As numerous Al-related technological developments and patent
applications are expected in the future, the JPO has been conducting a survey to clarify

the current status of Al-related applications both domestically and internationally.
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1. Introduction

1-1.

Definition of Al-related Invention and Survey Targets

O

While various definitions of Al are possible, in this survey, as shown in Figure 1, we
defined “Al-related inventions” as (DAl Core Inventions and @Al-applied Inventions

which were the subjects of our investigation
M Al Core Inventions:

Inventions characterized by the mathematical or statistical information processing
technology that forms the basis of Al, such as knowledge-based models and fuzzy logic,
as well as various machine learning technologies including neural networks, deep
learning, support vector machines, reinforcement learning, etc. (In this survey,

GO6N? is mainly assumed as the FI® allocated to the Al Core Invention.)

@ Al-applied Inventions:

Inventions characterized by the application of the mathematical or statistical
information processing technology that forms the basis of Al to various technologies
such as image processing, speech processing, natural language processing, equipment
control and robotics, diagnosis, detection, prediction, and optimization systems.

(There are many Fls expected to be allocated.)
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Fig. 1: Target of this research (Scope of Al-related Inventions)

1 The definitions of “Al Core Invention,” “Al-applied Invention” and “Al-related Invention” are valid only in

this investigation and do not represent official definitions by the Japan Patent Office.

2 This is “COMPUTING ARRANGEMENTS BASED ON SPECIFIC GOMPUTIONAL MODELS”, which includes GO6F15/18 before the

FI revision.

3 This is a classification unique to the Japan Patent Office, further developed based on the IPC. For details,

please refer to J-PlatPat.



https://www.j-platpat.inpit.go.jp/p1101

1-2. Survey Methods

O The union of the following sets of domestic patent applications (AUBUC) is extracted
as “Al-related Inventions”
- Set A: Patent applications allocated with GO6N (Al Core Technology) as FI (In order

to capture Al Core Inventions)
» Set B: Patent applications al located with any of the Al-related FIs listed in Attachment

1 (Purpose: to capture Al-applied Inventions through classification)
» Set C: Patent applications that have any of the Al Core Keywords listed in Attachment

2 included in any of “[Abstract],” “[Problem to be solved by the invention], ”
or “[Means for solving the problem]” in the application (In order to capture
Al-applied Inventions through keyword search)
O The Al-related FI and Al Core Keywords were selected based on the classifications and
keywords used in the “Methodology” of WIPO Technology Trends - Artificial Intelligence

so that “Al-related Inventions” can be appropriately extracted from domestic patent
documents.

O The applications surveyed include Japanese applications and international applications
filed under the PCT (Patent Cooperation Treaty) that entered the national phase in Japan,
with filing years* from 1988 to 2022.

O The above sets A, B and C include 25,6937, 29,6305 and 57,845 patent applications
respectively, and the union of these sets, which totals 82,351, was the subject of the
survey (Figure 2).

O The findings of this report are based on statistics on classification information and
bibliographic information of applicants, etc. given in the patent |iterature of
extracted Al-related Inventions, and the patent documents themselves have not been read.

Set C
(Al Core Keywords)
57,845

Set B
(Al-related FI)
29,305

T seta

(GOB6N,Al Core) |
25937 AI—reIe!ted
Inventions

Fig. 2: Sets of Al-related Inventions surveyed (total of 82, 351 cases)

4 The “filing year” is determined based on the actual filing date for domestic applications and the acceptance
date of domestic documents for international applications based on the PCT.



https://www.wipo.int/export/sites/www/tech_trends/en/docs/techtrends_ai_methodology.pdf
https://www.wipo.int/tech_trends/en/artificial_intelligence/

2. Application trends in Al-related Invention

2-1. Overall Trends in Application, Examination and Technology

O Figure 3 shows the number of applications for Al-related Inventions

The number of

applications for Al-related Inventions (pink bars) has increased rapidly since 2014,

with approximately 10, 300 applications filed in 2022. Among Al-related Inventions, the

number of patent applications allocated with GO6N (Al Core Technology) as an FI (Set

A) (yellow bars) was approximately 3,000 in 2022, and it still shows an increasing trend

although the growth rate has slowed somewhat.
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Fig. 3: The Number of Domestic Applications for Al-related Inventions
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. “The number of applications” includes unpublished applications that were finally rejected to be

granted, (deemed) withdrawn or abandoned before publication.




O Al-related Inventions experienced a boom in patent applications in the early 1990s due to
the influence of the so—-called second Al boom. However, the number of applications remained
low for nearly 20 years since then

O The technologies that were popular during the second Al boom included know|edge-based models
and expert systems. However, the boom came to an end due to the difficulty of pre-programming
computers with rules for every possible event in advance. Additionally, neural networks,
which have been around for a long time, were also actively researched at the time, but the
boom was only temporary due to |imitations in their performance

O This trend is also reflected in Figure 4, which shows the transition in the number of patent
applications allocated with subclassifications of GO6N (Al Core Technology). In the first
half of the 1990s, the number of applications for GO6N3/02-3/10 (Neural Networks), GO6N5/
(Knowledge Base), GO6N7/ (Fuzzy Logic, etc.), and GO6N20/ (Machine Learning; including
GO6N99/00 and 150-159 before the FI revision; The same applies hereinafter.) all increased,
but then began to decline, and the number of applications for GO6N5/ and GO6N7/ remains
at a low level even now.

O The increase in the number of patent applications since 2014 is considered to be due to
the influence of the so—called “third Al boom, ” with machine learning technologies,
including neural networks, playing a leading role (among which deep learning technology
occupies a major position, which will be discussed later in Section 2-3). Figure 4 shows
that the factors driving up the number of applications during the third Al boom are GO6N3/02
- 3/10 (Neural Networks) and GO6N20/ (Machine Learning).

O Figure 5 shows the transition of the machine learning rate, which is the percentage of
applications al located with GO6N3/02-3/10 (Neural Networks) or GO6N20/ (Machine Learning)
among the number of applications allocated with GO6N (Al Core Technology). The machine
learning rate, which had been around 50 to 60% for many years, began to rise around 2013,
and reached approximately 90% in 2019. The machine learning rate in 2022 remains high at
87%, indicating that many recent Al-related Inventions are implemented through machine
learning.

O The third Al boom is said to have been caused by the development of methods to suppress
overlearning in machine learning and the improvements in the performance of computers and
the increased amount of data distributed, which made it possible to put Al-related theories
into practical use. For example, the concept of layering neural networks, which is the key
to deep learning, has been around for several decades, but research had not progressed unti |
now due to the enormous computational cost. However, in 2012, a team from the University
of Toronto in Canada won a lands|ide victory® using deep learning in the wor |d-famous global

”
’

image recognition contest “ILSVRC (ImageNet Large Scale Visual Recognition Competition)

5 The technical content is described in detail in “ImageNet Classification with Deep Convolutional Neural
Networks, A. Krizhevsky et al., NIPS2012” .




which was a momentum that led to the current third Al boom.

O Inrecent years, among deep learning, generative Al such as ChatGPT (registered trademark)
has not only been evaluated in various tasks® in the academic wor|d, but has also attracted
social discussion, and is expected to have an impact on future Al-related Inventions

O The patent grant rate for Al-related Inventions (Figure 6) has been on the rise since 2004,

reaching approximately 83% in 2020.
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Fig. 4: The Number of Applications for the GO6N (Al Core Technology) Sub-Classification
(the numbers of applications in 1991 and 2022 noted)

[Remarks]
e Since multiple FIs may be allocated to a single application, the total number of
sub-classifications of GOG6N (Al Core Technology) does not match the number in “Any of the
sub-classification of GO6N (Al Core Technology) (Set A).”

6 Evaluations in various tasks are described in “A Systematic Study and Comprehensive Evaluation of ChatGPT
on Benchmark Datasets, Laskar et al., Findings 2023” , for example
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Patent Grant Rate = Number of final decision of patent grant / (Number of patent grants + Number

of final decisions of refusal

examination)

(The definition is different from the patent examination rate in the 2024 version of the Patent

Administrative Annual Report.)
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2-2. Trends in Al-application Area

O

In order to investigate trends in the application of Al-related Inventions, we surveyed
the main classification’ of all Al-related Inventions (Fig. 7). The FI with more than
100 applications in 2022 (the top four digits of FI) are remarked; among which only for
GO6F having a large number of applications, subclasses including 16/ (including 17/30
before the revision of FI) and 40/ (including 17/20-28 before the revision of FI) are
specifically listed.

As main classification other than GO6N (Al Core Technology) to be allocated to the
Al-related applications, GO6T, GO6V (Image Processing/Recognition) have been on the rise
since 2016, and have exceeded GO6N to become the most common since 2019.

In addition to the above, the main classifications that can be said to be the main
application areas of Al technology include GO6Q (Business; including GO6F17/60 before
the revision of FI) , A61B (Medical Diagnosis), GOIN (Material Analysis), GO6F16/
(Information Retrieval/Recommendation), G16H (Healthcare), GO5B (Control System and
Adjustment System in General), GO6F40/ (Natural Language Processing), HO4N (Video
Processing), etc.

Further, the scale of other GO6F (Information in General) is also large, and it includes
information processing-related technologies such as GO6F3/ (Interface Arrangements) and
GO6F21/ (Security Arrangements).

The number of main classifications summarized in “Others” is also on the rise, suggesting
that the number of applications of Al technology is expanding.
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Fig. 7: Composition of Main GClassification of Al-related Inventions

(with the number of applications in 2022 noted)

7 The main classification refers to the classification that best describes the invention.




[Remarks])

Among the 2,396 cases included in “Others” in 2022, the following are cases with a relatively
large number of applications:

HOAW (Wireless Communication Networks): 90 cases, G16C (Cheminformatics): 87 cases, B25J
(Manipulators) : 85 cases, G16B (Bioinformatics) : 82 cases, C12Q (Methods for Measuring or Testing
Enzymes, etc.): 80 cases, GOIM (Testing Static or Dynamic Balance of Machines or Structures):
78 cases, B60W (Conjoined Control of Vehicle Subunits of Different Type or Different Function) :
71 cases, GO1S (Radi Direction Finding): 63 cases, H02J (Circuit Arrangements or Systems for
Supplying or Distributing Electric Power): 55 cases

O Figure 8 shows the ratio of the number of applications filed in each year, assuming that
the number of applications filed in 2010 for each major classification is 100%. For all
main classifications, the number of applications filed in 2022 was more than double the
number of applications filed in 2010, but among them, main classifications such as A61B
(Diagnosis), GO6T & GO6V (Image Processing/Recognition), and GO8G (Traffic Control
Systems) showed extremely high growth rates. This shows that the application of Al
technology has been rapidly expanding in these fields in recent years.

O On the other hand, the growth in the number of applications in recent years has been slowing
down for some main classifications
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Fig. 8: Growth rate of the Number of Applications in main classifications (2010=100%)



2-3. Status of Application for Deep Learning

O We investigated the status of applications for Deep Learning technology, which is
considered to be amajor factor in the increase in the number of applications of Al-related
Inventions since 2014. Among Al-related Inventions, applications in which any of the
Deep-Learning-related Keywords | isted in Attachment 3 appear in the application documents
(abstract, claim, specification) are defined as Al-related Inventions that refer to deep
learning. Figure 9 shows the transition in the number of applications.

O Al-related Inventions referring to Deep Learning had been increasing since 2014.

O Al-related Inventions
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Fig. 9: The Number of Applications for Al-related Inventions referring to Deep Learning

O Figure 10 shows transition in the number of applications of Al-related Inventions
referring to the following 4 methods, which are particularly important among Deep
Learning technologies (The keywords used are those in Attachment 3).

(1) Convolutional Neural Network (CNN)
(2) Recurrent Neural Network (RNN) or Long Short Term Memory (LSTM), which is an extension
of RNN
(3) Deep Reinforcement Learning
(4) Transformer®
O The number of applications for Al-related Inventions referring to CNN has been

increasing since 2014. On the other hand, the number of applications for Al-related

8 A Deep Learning model| announced in 2017. Transformer is similar to recurrent neural networks in that it handles
time-series data such as natural language, but since it does not need to process time—series data sequentially,
it allows for much greater parallelization than recurrent neural networks, thereby shortening training times.
9 Only applications filed on or after June 12, 2017 are counted, which date is the date of publication of the
supposedly first paper on Transformer (Ashish Vaswani, et. Al., “Attention Is All You Need,” [online], June
12, 2017, [Retrieved October 9, 2024], Internet <URL: https://arxiv.org/abs/1706.03762v1>



https://arxiv.org/abs/1706.03762v1

Inventions referring to Deep Reinforcement Learning has been flat in recent years. In
addition, the number of applications for Al-related Inventions referring to
transformers has been on an increasing trend, surpassing the number of applications
for Deep Reinforcement Learning in 2020.
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Fig. 10 The Number of Applications for Al-related Inventions
referring to specific Deep Learning methods

O Figures 11-1 to 11-4 show the breakdown of the main classifications of Al-related
Inventions referring to (1) CNN, (2) RNN or LSTM, (3) Deep Reinforcement Learning, and
(4) Transformers, respectively.

O CNN, RNN, and LSTM are known to have a high affinity with video recognition and analysis,
Deep Reinforcement Learning with system control and optimization, and Transformers with
natural language processing, and such affinity tends to appear in the main
classification compositions of Figures 11-1 to 11-4. GO6T, GO6V (Image
Processing/Recognition), and HO4N (Video Processing) stand out as the main
classifications of Al-related Inventions referring to CNN, and GO6T, GO6V (Image
Processing/Recognition) stand out as the main classifications of Al-related Inventions
referring to RNN or LSTM. Although the number of applications is small, the main
classifications of Al-related Inventions referring to Deep Reinforcement Learning stand
out as including GO5B (Control System and Adjustment System in General) and B25J
(Manipulators), which are often used in control system technology. The main
classifications of Al-related Inventions referring to Transformers stand out as
including GO6F40/  (Natural Language Processing) and GO6F16/(Information
Retrieval/Recommendation) .
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2-4. Trends in Applicants

O Figure 12 shows the applicants with the higher number of applications for Al-related
Inventions in recent years. Figure 12 also | ists the number of applications for Al-related
Inventions referring to Deep Learning. The target is applications which were filed
between 2014 and 2022 and whose patent gazettes, (including Granted Patent Publication,
Unexamined Patent Publication, etc.) were issued by August 2024.
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for which patent gazettes, etc. were issued by August 2024)



O Figure 13 shows the percentage of the main classification composition of the Al-related

Inventions filed by the applicants shown in Fig. 12. As shown in Fig. 13, here, several main
classifications are collectively labeled as “Video Image Processing/Recognition,”

Control/Robotics, ” etc.
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Semiconductor Energy Lab. Co., Ltd. ]
Seiko Epson Corp. I |
JFE Steel Corp. | 1
Oki Electric Industry Co., Ltd. I | |
NTT DOCOMO, INC. I L |
Mitsubishi Heavy Industries, Ltd. N ]
SoftBank Corp. | |
0% 20% 40% 60% 80% 100%

Al Core Technology (GOGN)
B Information in General{ GOGF)
¥ Video Image Processing{ GO6T,GO6V,HO4N)
= Speach Processing {G10L)
Business{G06Q)
Control/Robotics{GO5B,B25],B230Q)
= General Vehicle/Traffic Control/Combustion Engine Control {B60,G08G,FO20)
¥ Healthcare/Medical Diagnosis{G16H,AG61B}
Others {Material Analysis, Semiconductors, Telecommunications,etc.)

13: Percentage of Main Glassification Composition of Al-related Inventions by Applicant




[Remarks]

e The “number of applications” in Figures 12 and 13 refers to the number of applications filed
between 2014 and 2022 and for which any of the published patent gazette, published patent gazette,
patent gazette or republished patent was issued by August 2024.

. In the case of joint applications, the first applicant is counted

. “Baidu” includes “Beijing Baidu Netcom Science Technology Company Limited” , “Beijing Baidu
Netcom Science and Technology Company Limited” and “Peking Baidu Netcom Science and Technology

Company Limited”

. “IBM” stands for “International Business Machines Corporation”

. “Google” is a generic term for “Google LLC” and “Google Inc.” .

. “Koninklijk Philipps” indicates “Koninklijk Philipps N.V.”

. “LY Corporation” includes “Yahoo Japan Corporation” .

. “FUJIFILM Business Innovation Corp.” includes “FUJI Xerox Co., Ltd.” , the previous company
name.

. “Sony Group Corp.” includes “Sony Corp.” , the previous company name

. “Samsung” is the collective name for “SamsungElectronics Co., Ltd.” and “SamsungElectronics

Company Limited.”



3. Application Status in Major Countries

O Figure 14 shows the transition in the number of applications filed with the five IP

O0ffices (Japan, the United States, Europe, China and Korea) or the International Bureau,
to which IPC: GO6N (Al Core Technology) has been allocated. It can be seen that the
number of applications allocated with GO6N (Al Core Technology) is on the increase at
all of the offices except the United States. China is particularly prominent in the
number of applications filed, and is a major destination for applications among the
five offices.

Furthermore, as a trend of applications related to Neural Networks, Figure 15 shows
the transition of the number of applications allocated with IPC: GO6N3/02-3/10 (Neural
Networks). In Japan, the United States, and Europe, the number of applications has been
on a downward trend since peaking in 2020, but the number of applications in China,
Korea, and the International Bureau is still on an upward trend.

Figure 16 shows, the ratio of the applications including the representative
Deep-Learning-related Keywords listed in Attachment 4 in its application documents
(abstract, claim or specification) among applications allocated with GO6N3/02-3/10.
[t can be seen that the growth rate is slowing down in all application destinations

and inparticular, the rate has decreased compared to the previous year in all countries
other than Japan and the United States in 2021.
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Fig. 14: The Number of Applications allocated with IPG: GO6N
(with the numbers in 2014 and 2021 noted)
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16: Percentage of Applications including Deep—Learning-related Keywords in its Application
Documents among Applications allocated with IPG: GO6N3/02-3/10 (Neural Networks)



[Remarks]
Figures 14-16 were created by the JPO using data obtained from WIPO Patentscope (searched on

September 19, 2024). The number of JP applications does not match the number of domestic

applications in Figure 3 because the databases are different.

The number of applications in recent years may not reflect all the data, depending on the timing

of reflecting the application to the database. In addition, the allocated IPC may be changed

depending on the examination process, etc.

The country codes in the figure mean JP: Japan, US: United States, EP: Europe (EPO), CN: China

KR: Korea, WO: PCT international application (regardless of applicant nationality)
“Application year” follows the definition in WIPO Patentscope.

For Japan, China and Korea, the number of utility model applications is included.


https://patentscope2.wipo.int/search/ja/search.jsf

4. Reference Information on Al-related Inventions

@

@O®d © O

WIPO Technology Trends - Artificial Intelligence (This is a report on the application

and research trends in each country regarding Al technology, published by WIPO in January
2019. This report is detailed on trends in Al-related technologies from a global
perspective. In selecting classifications and queries that define the scope of
Al-related inventions in this survey, we referred to “Methodology” attached to this
report.

Patent Application Technology Trend Research (“Artificial Intelligence Technology” in
2014)

J-PlatPat Patent Utility Model Classification Inquiry (PMGS) (For more information on

FI and IPC, please refer to here.)
Patent Examination Case Examples pertinent to Al-related technologies

Recent Trends in Business—-related Invention



https://www.wipo.int/tech_trends/en/artificial_intelligence/
https://www.jpo.go.jp/resources/report/gidou-houkoku/tokkyo/index.html
https://www.j-platpat.inpit.go.jp/p1101
http://www.jpo.go.jp/system/laws/rule/guideline/patent/ai_jirei.html
https://www.jpo.go.jp/system/patent/gaiyo/sesaku/biz_pat.html

[Attachment 1] Al-related FI

Al-related FI

Description

[ Ref.] Description of Upper Subclass

A61B1/045,614

conducting machine learning, data mining or
statistical analysis, e.g. extracting lesion parts by
using Al; extracting lesion parts by cluster

analysis

A61B: DIAGNOSIS; SURGERY;
IDENTIFICATION

B23Q15/00,301@C

Program creation by knowledge accumulation

and inference

B23Q: DETAILS, COMPONENTS, OR
ACCESSORIES FOR MACHINE TOOLS,
e.g. ARRANGEMENTS FOR COPYING
OR CONTROLLING; MACHINE TOOLS IN
GENERAL, CHARACTERISED BY THE
CONSTRUCTION OF PARTICULAR
DETAILS OR COMPONENTS;
COMBINATIONS OR ASSOCIATIONS OF
METAL-WORKING MACHINES, NOT
DIRECTED TO A PARTICULAR RESULT

B60T8/174

characterized by using special control logic, e.g.,

fuzzy logic

860T: VEHICLE BRAKE CONTROL
SYSTEMS OR PARTS THEREOF; BRAKE
CONTROL SYSTEMS OR PARTS
THEREOF, IN GENERAL;
ARRANGEMENT OF BRAKING
ELEMENTS ON VEHICLES IN GENERAL,;
PORT ABLE DEVICES FOR PREVENTING
UNWANTED MOVEMENT OF VEHICLES,;
VEHICLE MODIFICATIONS TO
FACILITATE

COOLING OF BRAKES

F02D41/14,310@H

Learning Control

FO2D: CONTROLLING COMBUSTION
ENGINES

F24H1/10,302@N

Fuzzy control e.g., neural networks

F24H: FLUID HEATERS, e.g. WATER OR
AIR HEATERS, HAVING
HEAT-GENERATING MEANS, e.g. HEAT
PUMPS, IN GENERAL

G05B13/02@L Learning Control
G05B13/02@M using Al and inference method
GO05B13/02@N Fuzzy control
G05B19/4155@V inferencingor learning

GO05B: CONTROL OR REGULATING
SYSTEMS IN GENERAL; FUNCTIONAL
ELEMENTS OF SUCH SYSTEMS,;
MONITORING OR TESTING
ARRANGEMENTS FOR SUCH




SYSTEMS OR ELEMENTS

GO06F7/02,630

adaptation, e.g., self- study

GO06F11/14,676

in neural net

GO6F11/22,657

using expert system

GO6F11/22,663

using neural network

GO6F16/36

creation of semantic tools, e.g., ontology or

thesauri

GO6F16/90,100

knowledge database, e.g., Q and A System

GO06F17/22,682

automatically learning conversion rule, e.g.

learning by examples, e.g., Learning by example

GO6F17/27,615

statistical method

GO06F17/28,618

statistical method, e.g. probability model

GO6F17/30,180@A

knowledge database, e.g., Question and Answer

System

GO06F17/30,180@B

expert system

GO06F17/30,180@C

fuzzy searching

using machine learning, e.g. artificial intelligence,

GO6F30/27 neural networks, support vector machines [SVM]
or training models
automatic learning of transformation rules, e.g.,
GO06F40/16
from examples
GO06F40/216 statistical methods
GO06F40/44 statistical methods, e.g., probability models

GO06F17/50,604@D

using Al, inference

GO6F: ELECTRIC DIGITAL DATA
PROCESSING

step using fuzzy logic solution or solution taking

GO6K : GRAPHICAL DATA READING;
PRESENTATION OF DATA; RECORD

G06K7/14,082 natural phenomenon as model such as neural
CARRIERS; HANDLING
network, genetic algorithm, simulated annealing
RECORDCARRIERS
G06T1/40 Neural networks
G06T3/4046 using neural network
G06T3/40,725 using neural network
G06T5/60 using machine learning, e.g. neural networks
GO6T : IMAGE DATA PROCESSING OR
GO06T7/00,350@B recognition by learning algorithm
GENERATION, IN GENERAL
G06T7/00,350@C using neural network
G06T7/00,350@D by heriditical algorithm
something involving probabilistic approaches,
G06T7/143

e.g., Markov




random field [MRF] modelling

G06T9/00,200 using neural networks
G06Vv10/00: ARRANGEMENT FOR IMAGE
G06V10/82 using neural networks OR VIDEO RECOGNITION OR
UNDERSTANDING
for example, analyzing the cause of anomaly by | G0O8B: SIGNALING OR CALLING
G08B31/00@A the use of reasoning or fuzzy theory, or showing | SYSTEMS; ORDER TELEGRAPHS;

the measures and methods

ALARM SYSTEMS

G10L15/10,300@J

characterized by calculation of the degree of

resemblance or the distance by using the fuzzy

theory or chaotic theory
using statistical models, e.g., Hidden Markov
G10L15/14
Models [HMM]
G10L15/16 using artificial neural networks
- - G10L : SPEECH ANALYSIS TECHNIQUES
Multimodal systems, i.e.
] ) ] - OR SPEECH SYNTHESIS; SPEECH
G10L17/10 based on the integration of multiple recognition
] ) RECOGNITION; SPEECH OR VOICE
engines or fusion of expert systems
PROCESSING TECHNIQUES; SPEECH
G10L17/16 Hidden Markov models [HMMs]
OR AUDIO CODING OR DECODING
Artificial neural networks; Connectionist
G10L17/18
approaches
G10L25/30 using neural networks
G10L25/33 using fuzzy logic
G10L25/36 using chaos theory
G10L25/39 using genetic algorithms
G16B : BIOINFORMATICS, i.e.,
INFORMATION AND COMMUNICATION
ICT specially adapted for biostatistics; ICT
TECHNOLOGY [ICT] SPECIALLY
specially adapted for bioinformatics-related
G16B40/00 ADAPTED FOR GENETIC OR
machine learning or data mining, e.g., knowledge
PROTEIN-RELATED DATA
discovery or pattern finding
PROCESSING IN COMPUTATIONAL
MOLECULAR BIOLOGY
G16C : COMPUTATIONAL CHEMISTRY;
G16C20/70 Machine learning, data mining or chemometrics CHEMOINFORMATICS;
COMPUTATIONAL MATERIALS SCIENCE
G16H : HEALTHCARE INFORMATICS, i.e.,
for computer-aided diagnosis, e.g., based on INFORMATION AND COMMUNICATION
G16H50/20

medical expert systems

TECHNOLOGY [ICT] SPECIALLY
ADAPTED FOR THE HANDLING OR




PROCESSING OF MEDICAL OR
HEALTHCARE DAT

characterized by the implementation of

mathematical or computational algorithms, e.g.,

HO1M : PROCESSES OR MEANS, e.g.,
BATTERIES, FOR THE DIRECT

HO01M8/04992
feedback control loops, fuzzy logic, neural CONVERSION OF CHEMICAL
networks or artificial intelligence ENERGY INTO ELECTRICAL ENERGY
HO04L41/00: ARRANGEMENT FOR
MAINTENANCE, ADMINISTRATION OR
HO04L41/16 using machine learning or artificial intelligence MANAGEMENT OF DATA SWITCHING

NETWORKS, E.G. OF PACKET
SWITCHING NETWORKS




[Attachment 2] Al Core Keywords (Hereinafter, oC or oN respectively means o characters
neighborhood search with or without specifying word order.

. HEFE

e (VW< +machine),2C(5—=2,% +learning)

o (FEFETNLIVAL+ZBETIAHRZEFRETIAFEEEAET IAZEEFOETIVEBEFAHDETIL)
o (HEMIBHY+EENH+EER{T+EERDE),2C,(FF +FL—=2 T +Hl#R)

o (HEMEL+EENER)2C,(FE + L—=2 T+

e (Za—FJl+neural),2C,(Fy b+network)

« ZRE20/8\—tJrOy

s XAOY=—rOYv

o @RVLIZRMARYLIAZX L)

o N\wy2cTONRT—ay

o REFERE

s (BEESHARZFE+HEESHEFEE)

« (U EAFHEML)2CEK

o (FEB+T1—T+deep)2C(FE+5—=2 % Hearning)

o (deep+TA—T+FEE)2C (38 b +reinforcement+Q+EFE+E 1) —T+belief)
s F—hkxT>

« HBHERASEIL

« RLYTIIIY

. RERR
. RITHI

o GRIEHLAUTH—RAUMI A TH—R AU 2C(FB+F5—=7)
*  QIC(EEF+7—=2% +learning)

* long,2C,short,2Cterm

« K20 EHRE

o (Flixt+generative),2C,(4 fi+adversarial),2C, (v k+network)
.« REFH

. EBREE

o TUHUIIILEE

s IJ7PAV20Fa—=Y

o (FUOTA4T+EERN 2C(5—=VT+%#E)

« wILI205—=2Y

e HCOEEHE
e EBE2C(FILTYRXL+ETIL+ETY))
o FERNgE

e RTJ—L2CA2TY)



(Y R—k+support),2¢,(NT+vector),3¢c,(¥ < +machine)
SUH L2074 R
(RE+T142232),2C,(K+R)—+Y1)—)
(RAZRAL DT ) 2C(FYMET ILAET JHETE)
(RE+T14223V)2C(ETILHETY)

(B Be+gradient),2C,(F— AT —RA T 424 +boost)
XG,2C(T—AMT—R T4 % +boost)
(ADA+IAZ+7H5),2C(T—AM+T—RT 1% +boost)
(RANK+Z2I+5 2% 2 %),2C(T—RMT—RT 4% +boost)
AL X7 4,3C,ElF

T 2C, DEL,2C T
(;B7E+atent), 2C (B K+t YT 1+l Z+semantic)
(B1E+atent),2C (T« ZL+T 4L L +dirichlet)
(BHFER+ET IL+ET J+Ryh+iBFE),2N,7/LaT
@vEa—+arEaF)iICH) T AT«

Rk 2C(ETIL+HETY)

FEEORIR

(T —F+EEE) 3n (DR FHEDAHED CHERMIUARNYR+ IR TAUT+IURT A7)
MR 20(FTA—F+T Iy I+FiHE+HFE+TILT) X L)
72,20, GRE+E/+O v O +HIl{H)
HAR2C(ETILET)+ER)

BEAIR

FEYD 2C(ETIL+ET I+ HT+I - +HlH)
(FHyh+AD,2C, Rk

A/R,2C, 7 R/\A

ITXR/IN—F2C,RT L

TILF 20 T—Px b 2C O RT A

(Rh+RE).2c, 7Ry 535

Aoy

B2+E2o TV I+ERM).2C(ETIL+ETY)
(RIEAN—R+EHETIL)

(NITE0RE+ETEANRE)

artificial,2C,intelligence

(R AR R AR A THBE+AE LR A THNHE)
Chat,2¢,GPT

DR 4e, 747 3c,(Al+ A TENEE)

generative,2¢,Al

R 1EF/ETIL



(large+small),2¢c,language,2c,model
Al ET)L
(W R YR 4 B+ B HRAR & 7D

retrieval,2c,augmented,2c,generation



[Attachment 3] Deep-Learning-related Keywords (Hereinafter, oC or oN respectively means o

characters neighborhood search with or without specifying word order.)

©® 0o

ENCNCRCRSNC)

(ER+T 14— T +deep),2C,(FE +5—=2 % +learning)

(deep+T4—T+ERE),2C(—1—F )L+neural+{SFE+E 1) —T+belief)
(A—brTra—F+A—k-Toa—4+BEHFS51)

(I PR+ $9),2¢c, RILY <>

(B A+B A +T=TF=H+convolutional+convolution+ta R 2a— 3+ 7R)2a—3F)L),3C,(=2—F)L
+neural)

(JAL > b+BIF+recurrent),2C,(=1—3)lL+neural)

long,2C,short,2C,term

F.2CIEHRE

(deep+T 4—T+FEB),2C,(538&1E +reinforcement+Q),2C, (v M+EE +5—=> % +network+learning)

(Bl xt+generative),2C,(4 i +adversarial),2¢,(F**Y knetwork)

FSURTA—T

+transformer+BERT not,(ABERT,* - - JBERT)*BERT not,(KBERT, * -, TBERT)*BERT not,(UBERT,- - - ,ZBE
RT)* transformer+BERT not,(BERTA, - * - BERTJ)*BERT,not,(BERTK," - - BERTT)*BERT not,(BERTU," * =,
BERTZ)

*CNN-related Keywords — ®
*RNN-or-LSTM-related Keywords — ®@®

Deep—Reinforcement—Learning-related Keywords — (9

*Transformer—related Keywords — ({1



[Attachment 4]Deep-Learning-related Keywords in different languages

English

Japanese

Chinese

Korean

“deep learning”

(=TSS5 R "Fq—

=
F-5—2v5" R REEE

”

REF>)"

o0
o

C
o
=
o>
ol
1%
o>

“deep neural netx”

"T4—T=Za—F)L" R "T1—

J-zZa—35J)" R "BRE=1—

— ”

ZI)

REMAME”

“deep belief netx”

P4 —TFIEHERY R R T —
TEY—TFy R R “Fa—
TEU—T Ry

TREEMWLE"

“auto encoder” OR

“autoencoder”

"BEfFSIE” R "F—rTra—
£ R “F— k- Toa—&"

"BmiEER"

“restricted boltzmann” "HIRAIL YT R THIARLY | TRBW/RZE | CMTHE 22T A7
<" OR “HIRR{F E ALY 0R | 7
“HfERLY T
“convolutional neural net*” | "B#&#AH=21—F )" R "BAH | "BREMEMEL" | "SHdZAMEL” 0R
Z21—3)L" R "BHZH=21— TEERANEY
ZIL°0R"EHA=Z1—FIJL"O0R”
BAZa2—FI)L7 R "f=fzArH
—a2a—3I)" R "fcfHZH=2
—3ZJ)L" R "aviRya—3F
L=a2—35)L" R "aviKR)a1—
aF-=Za—3)L"
“recurrent neural net¥” ALY RZa—=FIL" R "UH | “BEHRBEME" | A EL”
Lybk-Za—3 )" R"YAL
VREZa2—F)" R "HRER =
a—3)L"
“long short term memory” "REHMRER" R "R - EHERT | "REYEE" HE7|H 2l
“deep reinforcement” T4 —758iL” OR “EEL” "ERERRIL” HEZS” R "HES
“generative adversarial | "BUIBIER R Y 17 "HERXIRMET | Tl dE Moy Mg
net*”
“transformer” "rSURTF—T" " ee” EfiATH




e Query actually used in WIPO Patentscope (Set one of JP, US, EP, CN, KR, or WO in XX of CTR;
and set the range of application year in YY of AD.)

CTR:XX AND AD: ([01.01.20YY TO 31.12.20YY]) AND I1C:GO6N3/02 AND (EN_ALLTXT: ("deep learning” OR “deep neural
netx” OR “deep belief netx” OR “autoencoder” OR “auto encoder” OR “restricted boltzmann” OR “convolutional
neural netx” OR “recurrent neural netx” OR “long short term memory” OR “deep reinforcement” OR “generative
adversarial netx” OR “transformer”) OR JA_ALLTXT: (“deep learning” OR "F4 —F5—=245" R "T4—TF -5
—=2%5" R "BHREFE" OR “deep neural netx” OR "F4—F=a2—3F)L" R "TF4—TF - =a2—3F)L" R "RE=
1—35JL” OR “deep belief net+x” OR “F4 —JEHE AR Y " OR "T4—FEY—DRYy N R "F4—F-EY—7 -
#v k” OR “autoencoder” OR “auto encoder” OR "HZ2#S1” R “A—FT>a—%" R "A—F+ - T>a—%" R
“restricted boltzmann” OR "HIRRARJLY = >” OR “HIFIARILY <" OR "HIRFFEHRILY<T 2" OR “HIFFEHRILY
<" OR “convolutional neural net*” OR "&#HAH=21—3F/)L” R "@AH=a21—F)L" R "BHH=21—F "
OR "E#HA=2—FJL" OR "BA=a—FJ)L" R "fefcHFAH=a2—F)L" R "fzftzAZH=2—F/)L” R "a >Rl
a—3aFi=a—F)L" R "avihR)a—aFIL- =2—FJ)L" OR “recurrent neural netx” OR “JAL > k=
A—S)IL"R“JALYEFZa—FI"R"VALVFEZ2—F)L" R "BIRE=2—FJ)L" OR “long short term
memory” OR " E4ZHASEIE” OR "E - 55 #AS21E" OR “deep reinforcement” OR “ 7 4 — J3&4t” OR "EE3&1L” OR “generative
adversarial net¥” OR "R BIZERL LR ;7 OR “transformer” OR " FS5 2 X 7 #—<") OR ZH_ALLTXT: ("deep learning”
OR “EZREZ>]" OR “deep neural netx” OR “REMEMLL” OR “deep belief net*” OR “FEE(EMML” OR “autoencoder”
OR “auto encoder” OR “E%47fE%%” OR “restricted boltzmann” OR “ZRI/RZEH.” OR “convolutional neural netx”
OR "#HifAZMZE” OR “recurrent neural netx” OR "fEH@AEMLE” OR “long short term memory” OR “"RiEHASEIE"
OR “deep reinforcement” OR “JEREERRIL” OR “generative adversarial netx” OR “&HmYIHM4E” OR “transformer” OR
“ZHHa28”) OR KO_ALLTXT: (“deep learning” OR "E2{d” OR "&&5&E" OR “deep neural netx” OR "ASA1ZAL” OR
"EIAMZAT” OR “deep belief netx” OR "2 HZ|Z HEXA” OR “autoencoder” OR “auto encoder” OR "R E QA EH"
OR “restricted boltzmann” OR “H|StEl EX0F 41" OR “convolutional neural netx” OR "BHEZ4IZL” OR

"EEFMAMZBL” 0R “recurrent neural netx” OR "=t AL OR “long short term memory” OR “ZFEH7|O 22" OR

8" R

=]

“deep reinforcement” OR "MZ=Z3l” OR "2 A3} OR “generative adversarial netx” OR "24MH™ HMCj Al

“transformer” OR "EMAZH"))




